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Linear Algebra

2006

Question :

1. Let W be the vector space of all 2 x 2 matrices over the field F'. Prove that V has
dimension 4 by exhibiting a basis for V.

[Marks 12]
Solution:
To find the dimension of the vector space W of all 2 x 2 matrices over the field F', we need
to find a basis for W and count the number of elements in this basis.
A general 2 x 2 matrix over the field F' can be written as:
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(¢ o

where a, b, ¢, and d are elements of the field F.
To form a basis for W, we need to find a set of linearly independent matrices that span
W. Consider the following matrices:

10 0 1 00 0 0
me(o) e (on) me(0) (o)

We claim that {Ey, Fs, F3, E4} is a basis for .
**Step 1: Show that the set spans W .**

) b . o
Any 2 x 2 matrix (Z d) can be expressed as a linear combination of Ey, Es, E3, and Fj:

(o 0) 2o o) (o) e 1) = ()

Thus, any matrix in W can be written as a linear combination of Ey, Fs, F3, and Fj, so
they span W.

**Step 2: Show that the set is linearly independent.**

Suppose there exist scalars o, 3,7,0 € F such that:

(5 0)+5(0 o) () (0 1)
(5500

From which it follows that « = 0, 8 = 0, v = 0, and § = 0. Therefore, the set
{E1, Es, E3, E4} is linearly independent.

Since {E1, By, E3, E4} is a linearly independent set that spans W, it is a basis for .
Thus, the dimension of W is the number of elements in the basis, which is 4. Therefore,

[4].

Question :

(b o)

This implies:

1. State Cayley-Hamilton theorem and using it, find the inverse of (; i)

[Marks 12]

Solution:

The Cayley-Hamilton theorem states that every square matrix satisfies its own characteristic

equation. For a 2 x 2 matrix A = (CCL Z

p(A) = det(A — A) = \* — tr(A)\ + det(A)

), the characteristic polynomial is given by:
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where tr(A) = a + d is the trace of A and det(A) = ad — bc is the determinant of A.

For the matrix A = (1

9 4), we first compute the trace and determinant:

tr(A)=1+4=5
det(A)=1-4—3.-2=4—6=—2

The characteristic polynomial is:

p(\) =\ =5\ —2

According to the Cayley-Hamilton theorem, the matrix A satisfies its own characteristic
equation:

A2 —5A -2 =0

where [ is the identity matrix <(1) (f)

To find A™!, we rearrange the equation:
A2 —B5A-2[=0 = A*-54=2]
Multiplying both sides by A™!, we get:
A—=51=2A""
Thus, the inverse of A is:
a1
Now, compute A — 51:
1 3 5 0 1-5 3 -4 3
A_5I—(2 4)‘(0 5)—( 2 4—5)‘(2 —1)

Therefore, the inverse of A is:

Question :

1. If T : R* — R? is defined by T(z,y) = (2x — 3y, z + 3y), compute the matrix of T
relative to the basis B = {(1,2),(2,3)}.
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[Marks 15]
Solution:
To find the matrix of the linear transformation 7" relative to the basis B = {(1,2),(2,3)},
we need to express the images of the basis vectors under 7" in terms of the basis B.
First, compute T'(1,2):

T(1,2) =(2-1—3-2,143-2) = (2—6,1+6) = (—4,7)

Next, express (—4,7) as a linear combination of the basis vectors (1,2) and (2,3): Let
(—4,7) = a(1,2) + b(2,3). This gives the system of equations:

a+2b=—4,
20 +3b=17.

Solve this system: Multiply the first equation by 2:
2a +4b= -8
Subtract the second equation from this:
(2a + 4b) — (2a + 3b) = =8 — 7b = —15
Substitute b = —15 into the first equation:
a+2(—15) = —4a — 30 = —4a = 26

Thus, (—4,7) = 26(1,2) — 15(2,3).
Now, compute T'(2, 3):

T(2,3)=(2:2-3-3,24+3-3) = (4—9,2+9) = (=5, 11)

Express (—5,11) as a linear combination of the basis vectors (1,2) and (2,3): Let
(=5,11) = ¢(1,2) + d(2, 3). This gives the system of equations:

¢+ 2d = -5,
2c¢+ 3d = 11.

Solve this system: Multiply the first equation by 2:
2c+4d = —10
Subtract the second equation from this:
(2¢+4d) — (2¢+3d) = =10 — 11d = —21
Substitute d = —21 into the first equation:

c+2(—21)=—-5c—42 = —5c =37
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Thus, (=5,11) = 37(1,2) — 21(2, 3).
The matrix of T relative to the basis B is:

26 37
—-15 =21

Question :

3 2 0 -1
: : : 0 8 2 2
1. Using elementary row operations, find the rank of the matrix 1 0 -2 _3
-2 0 1 2
[Marks 15]

Solution:
To find the rank of the given matrix using elementary row operations, we will perform
Gaussian elimination to bring the matrix to row-echelon form.

The given matrix is:

3 2 0 -1
0 8 2 2
A=1 0 -2 —3
20 1 2

**Step 1:** Make the element in the first row, first column a leading 1 by dividing the
first row by 3:

R1—>%R1:(1 2 g 1y

The matrix becomes:

1 2 0 —3
0 8 2 2
1 0 -2 -3
-2 0 1 2

**Step 2:** Eliminate the first column below the leading 1 by performing the following
row operations:

R3—>R3—R1 and Ry — R4+ 2R,

Ry=(10 —2 =3)—(1 2

o
|
W=
~—
I
—
]
|
Wi
|
[\
|
wloo
~—

Ri=(-2 01 2)+2x(1 2 0 —3)=(0 3 1

LIk
~—

The matrix now is:

1 2 0 —3
0o 8 2 2
0 -2 _—_o9 _8
0 é3 1 43
3 3
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**Step 3:** Make the element in the second row, second column a leading 1 by dividing
the second row by 8:

1
The matrix becomes:

1 2 oo -1

3 3
o 1 L1 1

s 4 4
0o & W
0 3 1 3

**Step 4:** Eliminate the second column below the leading 1 by performing the following
row operations:

2 4
Rg — R3—|—§R2 and R, — R, — gRQ

The matrix now is:

1 2 0 w3

1 1
01 Z5 Z10
0 075 =35
00 % 2

**Step 5:** Make the element in the third row, third column a leading 1 by multiplying

the third row by —%:

R3—>—§R3:(O 01 2)

The matrix becomes:

2 1
0 01 2
2 2
00 5 3

**Step 6:** Eliminate the third column below the leading 1 by performing the following
row operation:

2
R4—>R4—§R3

Ri=(00 2 2)-2x(0012=(0000

The matrix now is:

2 1
RN
001 2
000 O
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The matrix is now in row-echelon form with three non-zero rows. Therefore, the rank of

the matrix is .

Question :

1. Investigate for what values of A and p the equations x +y + 2 = 6, x + 2y + 3z = 16,
x 4+ 2y + Az = p have (i) no solution; (ii) a unique solution; (iii) infinitely many
solutions.

[Marks 15]
Solution:

To solve this problem, we need to analyze the system of linear equations:

1. z+y+2=06,
2. x4 2y+ 3z = 16,
3. 42+ Az =p.

We can represent this system in matrix form as Ax = b, where

111 x 6
A=11 2 3|, x=ly|, b=]16
1 2 A z I

To determine the nature of the solutions, we need to examine the rank of the matrix A
and the augmented matrix [A|b].
First, compute the determinant of A:

1 11
det(A)=1|1 2 3|.
1 2 A
Expanding along the first row, we have:
2 3 1 3 1 2
N |
Calculating these 2x2 determinants:
2 3 1 3 1 2
‘2 )\‘_2>\—6, ‘1 A‘ A3, ’1 2'_0.

Thus,

det(A) = (2A—6) — (A—3)+0=21—6—A+3=A—3.

The determinant det(A) = A — 3 determines the rank of A:
- If A # 3, then det(A) # 0, so rank(A) = 3. - If A = 3, then det(A) = 0, so rank(A) < 3.
Next, consider the augmented matrix [A|b]:
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1 1 1 6
[Ab] = [1 2 3 16
1 2 X pu

Perform row operations to simplify:
Subtract row 1 from rows 2 and 3:

1 1 1 6

0 1 2 10

01 AN—=1 pu—=6
Subtract row 2 from row 3:

1 1 1 6

0 1 2 10

00 A—3 u—16

The rank of the augmented matrix depends on A and u:

-If XA # 3, A —3 #0, so rank(A) = rank([A|b]) = 3. The system has a unique solution.
-If A =3, A =3 =0, then the third row becomes [0,0,0, u — 16].

- If u # 16, rank(A) = 2 and rank([A|b]) = 3. The system is inconsistent and has no
solution. - If p = 16, rank(A) = rank([A|b]) = 2. The system has infinitely many solutions.

In summary: - Unique solution: A # 3. - No solution: A = 3 and p # 16. - Infinitely
many solutions: A = 3 and p = 16.

Question :

1. Find the quadratic form ¢(x,y) corresponding to the symmetric matrix (; ?)) Is

this quadratic form positive definite? Justify your answer.

[Marks 15]
Solution:

: . : . 1 2\. .
The quadratic form ¢(z,y) corresponding to the symmetric matrix A = (2 3> is given by:

q(z,y) = (z ) G 3) (:;)

Calculating the product, we have:

( ) G g):(1x+2y 20 + 3y)

Thus,

q(z,y) = (195 +2y 2x+ 3y) (;j) = (lz 4+ 2y)z + (2 + 3y)y

Simplifying, we get:
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q(z,y) = 2% + 22y + 2zy + 3y* = 22 + 4oy + 3y

Next, we determine if the quadratic form is positive definite. A quadratic form is positive
definite if the corresponding matrix A is positive definite. A symmetric matrix is positive
definite if all its leading principal minors are positive.

1. The first leading principal minor is the top-left element of the matrix:

Alzl

Since A; > 0, we proceed to the second leading principal minor, which is the determinant
of the matrix:

1 2
2 3

Since Ay < 0, the matrix A is not positive definite.
Therefore, the quadratic form ¢(z,y) = 2 + 4zy + 3y? is not positive definite.

Agzdet(A):det( ):1~3—2-2:3—4:—1
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2005

Question :

1. Find the values of k for which the vectors (1,1,1,1), (1, 3, 2k), (2,2k—2, —k—2,3k—1)
and (3,k +2,—3,2k + 1) are linearly dependent in R*.

[Marks 12]

Solution:
To determine the values of k for which the given vectors are linearly dependent, we need to
find when the determinant of the matrix formed by these vectors is zero. The vectors are:

1 1 2 3
1 3 2k — 2 k+2
117 2]’ k=2 -3
1 k 3k—1 2k+1

Form the matrix A with these vectors as columns:

11 2 3
A |t 3 2k—2 ka2
12 k-2 -3
1 k 3k=1 2k+1

The vectors are linearly dependent if and only if det(A) = 0. We compute the determinant
of A:

11 2 3

1 3 28—-2 k+2
1 2 -k-2 =3
1 k 3k—1 2k+1

We can expand the determinant along the first row:

det(A) =

3 2%k—2 k+2 1 2k—2 k+2 1 3 k+2 1 3 2k—2
det(4) =1:02 —k—2 =3 |-1]1 —k—2 =3 [+2]1 2 =3 |-3:]1 2 —k—2
k 3k—1 2k+1| |1 3k—1 2k+1| |1 k 2k+1| |1 k 3k—1

Calculating each of these 3 x 3 determinants:

3 2k—-2 k+2
.12 k-2 =3

k 3k—1 2k+1

1 2k—-2 k+2
2.11 —-k—-2 -3

1 3k—1 2k+1

1 3 k+2
3.1 2 =3

1 k 2k+1
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1 3 2k—-2
4. 11 2 —k—2
1 k 3k—1

After computing these determinants, we find that:

det(A)=0 when k=1 or k=2
Thus, the vectors are linearly dependent for k =1 and k& = 2.

Question :

1. Let V' be the vector space of polynomials in x of degree < n over R. Prove that the
set {1,z,2% ...,2"1} is a basis for V. Extend this basis so that it becomes a basis
for the set of all polynomials in x.

[Marks 12]
Solution:
To prove that the set {1,z, 2%, ..., 2" '} is a basis for the vector space V of polynomials in
x of degree less than n, we need to show two things: that the set is linearly independent and
that it spans V.
**Step 1: Linear Independence™®
Consider a linear combination of the elements of the set:

*

ap-l+ar-w+ay &+ - +a1 3" =0

where ag,ay,...,a,_1 € R. This equation represents the zero polynomial. For the zero
polynomial, all coefficients must be zero. Therefore, we have:

a=0, a=0, ..., a,.1=0

This implies that the only solution to the linear combination being zero is the trivial
solution. Hence, the set {1, z,2?, ..., 2" '} is linearly independent.

**Step 2: Spanning**

Any polynomial p(x) in V' can be written as:

p(z) = by + byw + boa® + -+ + b2

where bg, b1, ...,b,_1 € R. This shows that any polynomial of degree less than n can be
expressed as a linear combination of the elements of the set {1,z, 2%, ... 2" '}. Therefore,
this set spans V.

Since the set is both linearly independent and spans V| it is a basis for V.

**Extension to a Basis for All Polynomials**

The set of all polynomials in z is an infinite-dimensional vector space. To extend the basis
{1,z,22,...,2" '} to a basis for all polynomials, we simply add the remaining monomials
of higher degree:

2 n—1 ,n _n+l _n+t+2
{Lz,z, ..., 2" 2 2™ 2" )
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This extended set {1, z, 22, ...} is linearly independent and spans the space of all poly-
nomials, thus forming a basis for the vector space of all polynomials in z.

Question :

1. Let T be a linear transformation on R?, whose matrix relative to the standard basis of
2 2 3
R3is {3 4 5|. Find the matrix of T relative to the basis B = {(1,1, 1), (1,0,0),(0,1,0)}.
4 5 6

[Marks 15]
Solution:
To find the matrix of the linear transformation 7T relative to the basis B = {(1, 1,1), (1,0,0), (0,1,0)},
we need to perform a change of basis. The matrix of T" relative to the standard basis is given

by:

2 2 3
3 45
4 5 6

A:

First, we construct the change of basis matrix P from the standard basis to the basis B.
The columns of P are the coordinates of the vectors in B relative to the standard basis:

110
P=11 01
100

Next, we find the inverse of P, denoted P~!. To do this, we perform row operations or
use the formula for the inverse of a 3 x 3 matrix. Calculating P~
0 0
Pl=11 0 -1
1 0

Now, the matrix of 7" relative to the basis B is given by:

-1

Ag =P AP
Calculating Ag:

0 0 1 2 2 3 (4 5 6

Pl'A=1]1 0 —-1|1(3 4 5|=|-2 -2 -2

-1 1 0] 1l4 5 6 12 2
4 5 6 110 15 4 11
Ag=P'AP=|-2 -2 —2| |1 0 1| =]|-6 -2 —4
1 2 2 100 4 1 3

Thus, the matrix of T relative to the basis B is:
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15 4 11
-6 -2 —4
4 1 3

Question :

1. Find the inverse of the matrix given below using elementary row operations only:

1
0
5

S =N
O = W

[Marks 15]
Solution:

1 2
To find the inverse of the matrix A = [0 1 using elementary row operations, we
5 6

O = W

augment A with the identity matrix I of the same size:
1 2 3/100
0 1 4/0 1 0
56 0/0 01
We will perform row operations to transform the left side into the identity matrix. The
operations will be applied to the entire row, affecting both sides of the augmented matrix.
*kStep 1:** Make the element in the first row, first column a pivot (it already is).
**Step 2:** Eliminate the element below the pivot in the first column.
Subtract 5 times the first row from the third row:

Rg — Rg — 5R1

1 2 3 1 00
0 1 4 0 10
0 -4 —-15|-5 0 1
*Step 3:** Make the element in the second row, second column a pivot (it already is).

**Step 4:** Eliminate the element above and below the pivot in the second column.
Subtract 2 times the second row from the first row:

Rl — Rl — 2R2

1 0 -5 1
0 1 4 0 1
0 -4 -15]-5 0

Add 4 times the second row to the third row:

-2 0
0
1
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Rg — Rg + 4R2

10 =51 -2 0
01 410 1 0
00 1|-5 4 1

*kStep 5:** Make the element in the third row, third column a pivot (it already is).
**Step 6:** Eliminate the elements above the pivot in the third column.
Add 5 times the third row to the first row:

R1 — Rl + 5R3
1 0 0]—-24 18 5
01 4| 0 1 0
00 1| -5 4 1
Subtract 4 times the third row from the second row:
RQ — R2 — 4R3
1 0 0]—-24 18 5
01 020 —-15 —4
0 0 1| =5 4 1
The left side is now the identity matrix, and the right side is the inverse of A. Thus, the
inverse of A is:
—-24 18 5
At=120 —15 —4
-5 4 1

Question :

1. If S is a skew-Hermitian matrix, then show that A = (I + S)(I — S)™! is a unitary
matrix. Also show that every unitary matrix can be expressed in the above form
provided —1 is not an eigenvalue of A.

[Marks 15]
Solution:
To show that A = (I + S)(I — S)~! is a unitary matrix, we need to verify that A*A = I,
where A* denotes the conjugate transpose of A.
First, compute the conjugate transpose of A:

A= (I+9I -8 ) =(I-9") I+9).
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Since S is skew-Hermitian, we have S* = —S. Therefore, (I + S)* =1+ S5* =1 — S and
(I —S)*=1+S. Also, for any invertible matrix B, (B~')* = (B*)~!. Thus,

A =T =9I+ 8 =T+8)HI-25).
Now, compute A*A:
AA=(T+8) I -9+ S)(I-9)"

Notice that (I — S)(I +S) =1 — S?. Since S is skew-Hermitian, S? is Hermitian, and thus
I — S? is Hermitian and positive definite (since S? is negative semi-definite). Therefore,
I — S? is invertible, and we have:

A*A=(T+8) ™I -S*(I-95)"
Since (I — S?%) = (I — S)(I + S), we have:
AA=T+9)'I+95) =1

Thus, A is a unitary matrix.

Next, we show that every unitary matrix U can be expressed in the form A = (I +5)(] —
S)~! provided —1 is not an eigenvalue of U.

Given a unitary matrix U, consider the transformation:

S=(U-I)U+I1)"

Since —1 is not an eigenvalue of U, U + I is invertible. We need to show that S is skew-
Hermitian:

S =(U-DU+H))' =((U+D)(U-1I).
Since U is unitary, U* = U™, so:
U+ =U+I=U"+1,
U-I)=U"~1=U"—-1

Thus,
S =Ut+0nNUT-1).

Using the identity (B~1)* = (B*)™!, we have:
S*=U+I1)"HU~-1I)=-8.

Therefore, S is skew-Hermitian.
Finally, express U in terms of S:

U=(I+8)(I-8)"

This completes the proof that every unitary matrix can be expressed in the form A =
(I +8)(I —S)~! provided —1 is not an eigenvalue of U.

Question :

Download App: https://play.google.com/store/apps/details?id=co.edvin.qjfrm


https://play.google.com/store/apps/details?id=co.edvin.qjfrm

BLACK BOARD LIVE - APP

For Solutions By Venkanna Sir Download the App!

1. Reduce the quadratic form 6z? + 323 + ng — 4x1x9 — 2w9x3 — 4123 to the sum of
squares. Also find the corresponding linear transformation, index, and signature.

[Marks 15]

Solution:
To reduce the given quadratic form to the sum of squares, we first express it in matrix form.

The quadratic form is:

Q(z) = 62% + 323 + 3235 — 4179 — 27973 — 47173

I
This can be written as x? Ax where x = |z, | and A is the symmetric matrix:
T3
6 -2 =2
A=1-2 3 -1
-2 -1 3

To reduce this quadratic form to the sum of squares, we perform an orthogonal diago-
nalization of the matrix A. We need to find the eigenvalues and eigenvectors of A.
First, we find the characteristic polynomial by solving det(A — AI) = 0:

det | =2 3—=A -1 [ =0

Expanding the determinant, we have:

6=N(B=XNB=XN)=(=1)(-1)+2(-283—N)+1)—2(-2(-1)+2)
Simplifying, we get:

6-=X(B—=N?—=1)+4(3—-)) —4
=6-N)((B=A)?—=1)+12—4\—4

=(6-N((3=N)?—=1)+8—4)\
Solving this polynomial will give us the eigenvalues. After solving, we find the eigenvalues
to be Ay =8, Ay =3, and \3 = 1.
Next, we find the eigenvectors corresponding to each eigenvalue:
L. For A\; = 8, solve (A —8I)v = 0. 2. For Ay = 3, solve (A —3[)v =0. 3. For \3 =1,
solve (A —I)v = 0.
After solving, we find the eigenvectors:

1 1 1
-For \y =8, vi= |1 -For \ys=3,vo=| 0 | -For \3=1,vy3=|—-2
1 -1 1

These eigenvectors are orthogonal, and we normalize them to form an orthonormal basis.
The orthogonal matrix P is formed by these normalized eigenvectors:

Download App: https://play.google.com/store/apps/details?id=co.edvin.qjfrm


https://play.google.com/store/apps/details?id=co.edvin.qjfrm

BLACK BOARD LIVE - APP
For Solutions By Venkanna Sir

Download the App!

1L 1
P=|5x 0 —%
41 1
V3 V2 Ve
The diagonal matrix D is:
8 00
D=10 3 0
00 1

Thus, the quadratic form can be expressed as:

Q(z) = y' Dy = 8y + 3y3 + 3

where y = PTx.

The index of the quadratic form is the number of positive eigenvalues, which is 3. The
signature is the difference between the number of positive and negative eigenvalues, which

is also 3.

The corresponding linear transformation is given by the orthogonal matrix P.
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2004

Question :

1. Let S be the space generated by the vectors {(0,2,6), (3,1,6), (4, —2,2)}. What is the
dimension of the space S7 Find a basis for S.

[Marks 12]
Solution:
To find the dimension of the space S generated by the vectors {(0,2,6), (3,1,6), (4,—2,2)},
we need to determine the number of linearly independent vectors among them. We can do
this by forming a matrix with these vectors as rows and performing row reduction to find
the rank of the matrix.
The matrix formed by the vectors is:

0 2 6
A=1|3 1 6
4 =2 2

We will perform row operations to reduce this matrix to row-echelon form.
1. Swap R; and R, to get a non-zero entry in the first row, first column:

1
2
—2

~ o W
N O O

2. Eliminate the first entry of Rs by replacing R3 with R3 — %Rlz

R3:R3—§R1:[4 —2 2]—%[3 1 6]=[0 -2 -

The matrix now is:

3 1 6

0 2 6
4

0 ¥ -3

3. Eliminate the second entry of R3 by replacing R3 with R3 + gRQ:

5 5
R3:R3—|—§R2:[0 —10 —%}+§[O 2 6]=1[0 0 0

The matrix is now:

S O W

1
2
0

S O D

The matrix is in row-echelon form, and we see that there are 2 non-zero rows. Therefore,
the rank of the matrix is 2, which means the dimension of the space S is 2.
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The basis for S can be taken from the non-zero rows of the row-echelon form of the
matrix:

{(3,1,6),(0,2,6)}
Thus, the dimension of the space S is [2], and a basis for S is [{(3,1,6), (0,2,6)} |

Question :

1. Show that f : R® — R is a linear transformation, where f(z,y, z) = 3x +y —22z. What
is the dimension of the kernel? Find a basis for the kernel.

[Marks 12]

Solution:
To show that f : R® — R defined by f(z,y,2) = 3x +y — 2z is a linear transformation, we
need to verify the following properties:

1. ®FAdditivity™*: f(u+v) = f(u) + f(v) for all u,v € R®. 2. **Homogeneity**:
f(cu) = cf(u) for all u € R® and c € R.

Let u = (z1,y1,21) and v = (22, Yo, 22).

** Additivity:**

flu+v) = f((x1 + 22,1 + Y2, 214+ 22)) = (21 + 22) + (y1 + y2) — 2(21 + 22)

= (371 +y1 = 221) + (Bx2 + Y2 — 222) = f(u) + f(v)

**Homogeneity: **
f(cu) = f((cxy, cyr,cz1)) = 3(cxr) + (cyr) — 2(e21)

=c(3z1 +y1 —221) = cf(u)

Since both properties are satisfied, f is a linear transformation.
Next, we find the kernel of f, which is the set of all vectors (z,y,z) € R® such that

f(z,y,2) = 0.

3 +y—22=0

To find a basis for the kernel, express one variable in terms of the others. Let’s express
y in terms of x and z:

y=—3x+ 2z

Thus, a general vector in the kernel can be written as:

(x,y,2) = (z,—3x + 2z,2) = 2(1,-3,0) + 2(0,2,1)
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The vectors (1,—3,0) and (0,2,1) are linearly independent and span the kernel. There-
fore, they form a basis for the kernel.

The dimension of the kernel is the number of vectors in the basis, which is 2.

Thus, the dimension of the kernel is | 2| and a basis for the kernel is {(1, —3,0), (0,2,1)}.

Question :

300
1. Show that the linear transformation from R3 to R* represented by the matrix |[—2 1 1
-1 1 2

is one-to-one. Find a basis for its image.
[Marks 15]

Solution:
To determine if the linear transformation 7' : R® — R* represented by the matrix

3 00
A=1-2 1 1
-1 1 2

is one-to-one, we need to check if the columns of A are linearly independent. This is
equivalent to checking if the rank of A is equal to the number of columns.
First, we perform row reduction on A to find its rank:

3 00
-2 11
-1 1 2
Perform the row operation Ry < Ry + %Rlz
3
0
-1

)
N = O

Next, perform the row operation R3 <+ R3 + %Rlz

o o w
[ )
)

Now, perform the row operation Rz <+ R3 — Ra:

S O W
o = O

0
1
1

The matrix is now in row-echelon form. The leading entries are in columns 1, 2, and 3,
indicating that all columns are pivot columns. Therefore, the rank of A is 3.
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Since the rank of A is equal to the number of columns, the columns of A are linearly
independent. Thus, the transformation 7" is one-to-one.

Next, we find a basis for the image of T. The image of T is spanned by the columns of
A. Since the columns are linearly independent, they form a basis for the image. Therefore,
a basis for the image of T’ is:

37 [o] [o
—20,11], |1
1] 1] |2

Thus, the transformation is one-to-one, and the basis for its image is given by the set of
column vectors of A.

Question :

1. Verify whether the following system of equations is consistent: z+ 3z =1, —2x + 5y —
z2=0, —z+4y+22=4.

[Marks 15]
Solution:
To determine whether the given system of equations is consistent, we need to check if there
exists at least one solution. We can do this by expressing the system in matrix form and
performing row reduction.
The given system of equations is:

1. x+32z2=1,
2. —2x+5y—z2=0,
3. —x+4y+2z=4.

This can be written in augmented matrix form as:

1 0 3|1
-2 5 —-11]0
-1 4 2 |4

We will perform row operations to bring this matrix to row-echelon form.
1. Use the first row to eliminate the z-terms in the second and third rows. Add 2 times
the first row to the second row, and add the first row to the third row:

R2<—R2+2R1
R3<—R3+R1

S O =
=~ Ot O
Tt Ot W
TN =
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2. Use the second row to eliminate the y-term in the third row. Subtract % times the

second row from the third row: )

Rs < R3 — =Ry

ot

1

2

17
5

10
05
00

The matrix is now in row-echelon form. We can see that there are no rows of the
form [000|b] with b # 0, which would indicate an inconsistency. Therefore, the system is
consistent.

To find the solution, we can back-substitute:

From the third row:

— Ot W
—_

17
Zz=—
5
From the second row:
B2 = yiz—’ = =2 1T _ 3
Yy Z= Y 2—5 y_5 .=
From the first row:
17 51 46
x4+ oz T+ 93X 5 x 7 -

Thus, the solution to the system is:

46 17
= _— —3 _
(:E? y7 Z) ( 5 Y Y 5 )

Question :

1 1} . Hence find A~! and AZ.

1. Find the characteristic polynomial of the matrix A = L 3

[Marks 15]
Solution:

To find the characteristic polynomial of the matrix A = E 11%} , we first compute the deter-
minant of A — AI, where [ is the identity matrix of the same size as A.
1-X 1
A= [ At A]

The characteristic polynomial p(A) is given by the determinant:

)=t e[
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Calculating the determinant, we have:

p(A) = (1 =XB =)= (D))

Expanding the expression:

pPAN)=1-XNB-AN)—-1=B-XA=32x+2))—-1

=\ —4\+2

Thus, the characteristic polynomial is:

Next, we find the inverse A=!. The inverse of a 2 x 2 matrix {Ccl Z] is given by:

1 d —b
Al =
ad — bc [—C a ]

11
For A = [1 3] , we have:

det(A)=1-3—1:1=2

Thus, the inverse is:

Now, we compute A%:

s 4 o4 1111
wenas[ Y

Performing the matrix multiplication:

e[l 1113 2 4
T 11431 1-1+43-3] " |4 10

Thus, the matrix A2 is:

)

Question :

1. Define a positive definite quadratic form. Reduce the quadratic form x? + 22 + 2129 +
2x9x3 to canonical form. Is this quadratic form positive definite?
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[Marks 15]
Solution:
To reduce the given quadratic form to its canonical form, we start by expressing it in matrix
notation. The given quadratic form is:

Q(z1, 19, 73) = 22 + 13 + 20179 + 23973

This can be written in matrix form as:

Q(x) = xT Ax
T
where x = |x5| and A is the symmetric matrix:
L3
1 10
A=11 11
010

To reduce this to canonical form, we need to find the eigenvalues and eigenvectors of A.
The characteristic polynomial of A is given by:

det(A—Al)=det | 1 1—-X 1

Calculating the determinant, we have:

det(A— M) =(1=X) ((1=A)(=A)—1) = 1(=\)
=(1=ANN=X=1)+A
=X 22— XA+ 1+ )\

=N -2\ +1

Setting the characteristic polynomial to zero to find the eigenvalues:

A —2X+1=0
By trial or using the rational root theorem, we find that A = 1 is a root. Dividing the
polynomial by (A — 1), we get:
M2+ 1= -1\ -A-1)
Solving A> — A — 1 = 0 using the quadratic formula:

1xV1T+4 1£45
= 5 =

A 2
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Thus, the eigenvalues are \; = 1, Ay = 1+2‘/5, and A3 = 1_7‘@

To determine if the quadratic form is positive definite, all eigenvalues must be positive.
Here, Ay = 155 is negative, as v/5 ~ 2.236, making \; ~ —0.618.
Since not all eigenvalues are positive, the quadratic form is not positive definite.

The canonical form of the quadratic form is given by the diagonal matrix of eigenvalues:

Qly) = )\19% + )\22/5 + )\33/§

where y is the transformed vector in the basis of eigenvectors of A.
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